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Abstract

We study a problem of scheduling products on the same facility, which is motivated by a car paint shop. Items of the same product are identical. Operations on the items are performed sequentially in batches, where each batch is a set of operations on the same product. Some of the produced items are of the required good quality and some items can be defective. Defectiveness of an item is determined by a given simulated function of its product, its preceding product, and the position of its operation in the batch. Defective items are kept in a buffer of a limited capacity, and they are then remanufactured at the same facility. A minimum waiting time exists for any defective item before its remanufacturing can commence. Each product has a sequence independent setup time which precedes its first operation or its operation following an operation of another product. A due date is given for each product such that all items of the same product have the same due date and the objective is to find a schedule which minimizes maximum lateness of product completion times with respect to their due dates. The problem is proved NP-hard in the strong sense, and a heuristic Group Technology solution approach is suggested and analyzed. The results justify application of the Group Technology approach to scheduling real car paint shops with buffered rework.
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1 Motivation and literature review

Consider a painting line for the car bodies of various given models and colors. We call a pair (car model, color) a product and a car body of a given car model and color an item of the corresponding product. Items are painted sequentially and setups are required between products to clean the painting equipment and working area and prepare for the next product. The setup time depends only on the next product because cleaning takes the same time and the preparation steps are product dependent.

There is a quality inspection after which an item either goes to the inventory of good quality items or to the buffer of defective items, which has a limited capacity. The defects can be spots of wrong colors or shades, non-smooth surface, and absence or low thickness of paint. They can be due to the insufficient cleaning of the spray guns, catching dust pieces by
the paint, the imperfect positioning of spray heads or incorrect painting time.

If the buffer is not empty, then, after a certain number of items has been produced, it can be decided that some or all defective items leave the buffer, enter the line and are repainted. Any item can be repainted several times. Thus, the production of any item includes one work operation and it may include several rework operations. Though a rework operation can skip some sub-operations of the paint shop, work and rework operations on the same product require the same time, which is the conveyor pace time for this product. If an operation results in a defective item, we call such operation defective.

A maximal set of operations on items of the same product worked and reworked since last setup is called a batch. Batch size is the number of operations in this batch. Usually, operations in the beginning of a batch result in a defective item more often than those in the end of the batch, because the negative impact of the previous color and the setup operations is smaller in the end of the batch.

It is assumed that defectiveness of an item is a function of its product, its preceding product on the line, and position of its operation in the batch. Pawlak and Rucinski [31] suggested that these characteristics are main factors affecting the item’s quality. We suggest that the defectiveness functions is simulated based on the historical data.

It is also assumed that there is a minimum time for any defective item to stay in the buffer, which is needed for the paint to dry.

Each good quality item has a due date which depends on the time of the delivery of the corresponding car to a client. We assume that all items of the same product have the same due date. This assumption may require creating several groups for car bodies of the same model and color. The objective is to construct a work/rework schedule such that the maximum lateness of items with respect to their due dates is minimized.

The due date satisfaction criterion is important in a make-to-order environment, where item delivery times are negotiated with the clients. While the just-in-time delivery is the most desirable for the clients, it is often in conflict with the cost of setting the production up. In many cases the clients accept receiving their orders before the due dates. In this case, minimizing the maximum lateness is an appropriate criterion. In many situations, the cost of non-production breaks, including the setups, considerably overweight the inventory hold-
ing costs. Since minimizing the maximum lateness indirectly minimizes the non-production breaks, it also minimizes the overall cost in these situations.

A schedule will be characterized by a sequence of batches. Each batch will be characterized by its product and the number of non-defective and defective operations. In a batch, positions of non-defective and defective operations are uniquely determined by the defectiveness function. A given operation can be arbitrarily specified as a work operation on a new item or as a rework operation on an item from the buffer if it spent sufficient time there.

Pawlak et al. [29] and Pawlak and Rucinski [31] observed the described situation in a real car paint shop. They discussed factors that influence appearance of defects and suggested on-line solution procedures for minimizing the makespan and the number of color changes. In this paper we assume that all data are given. Solution approaches to this deterministic problem, which is already computationally hard, can be used to solve a more realistic problem with stochastic or uncertain parameters.

As part of a more general car sequencing problem observed in *Groupe Renault*, a car paint shop scheduling problem was studied by Gagné et al. [11], Cordeau et al. [7], Joly and Frein [22], Ribeiro et al. [34], Solnon et al. [38], Morin et al. [28], Giard and Jeunet [12], Golle et al. [15] and Zinflou et al. [44]. The due date satisfaction criterion for a car sequencing problem was studied by Guerre-Chaley et al. [16]. Boysen et al. [4] noticed that the due dates are important in an assembly-to-order environment. The car production process considered in these studies includes three main stages: body production, body painting and car assembling in this order. Solnon et al. [38] assumed that the same color bodies are produced consecutively and that the production sequence is the same for the paint shop and the assembly shop. Guerre-Chaley et al. [16], Spieckermann et al. [39] and Pawlak et al. [30] considered buffers between the stages, which are used for re-sequencing car bodies. Meyr [26] wrote that buffers between stages are necessary because failures in the body and paint shops occur frequently. According to Holweg [18] cited by Meyr [26], the rework rate can be up to 40-50%. Computational complexity of a problem, in which a sequence of car bodies of different models is given and a decision has to be made about the assignment of colors to the car bodies, was studied by Epping et al. [9], Bonsma et al. [3], and Meunier and Sebó [25]. To the best of our knowledge, car scheduling models with buffered rework have been studied
exclusively by Pawlak et al. [29] and Pawlak and Rucinski [31].

The problem under study can be classified into four categories: single machine batch scheduling, scheduling with intermediate buffers, lot-sizing for imperfect production systems, and reverse logistics. Recent surveys of results on batch scheduling are given by Potts and Kovalyov [32] and Allahverdi et al. [2]. Scheduling models with intermediate buffers were analyzed, among others, by Sawik [37], Agnetis et al. [1], and Wang and Tang [42]. Lot-sizing models for the imperfect production systems were considered by Rosenblatt and Lee [35], Liu and Yang [24], Inderfurth et al. [19], Buscher and Lindner [5], Inderfurth et al. [20], to name a few. Within the framework of reverse logistics, problems of batching work and rework processes are surveyed by Flapper et al. [10], Inderfurth and Teunter [21] and de Brito and Dekker [8]. Most of the research in the latter two fields was concentrated on a production environment, in which work and rework processes are performed on the same facility.

Main characteristics of the problem in this paper are that the considered production is essentially discrete, defective items are stored in a buffer of a limited capacity, a lower bound on the storage time is given, there are several products, product dependent setup times are given, and no deterioration occurs to the defective items. To the best of our knowledge, this combination has never been studied in literature before.

In the following section we give required notations and definitions, and discuss the suggested model. Proofs of strong NP-hardness of two important special cases of the problem are presented in Section 3. A heuristic Group Technology (GT) approach to solving the problem is described and analyzed in Section 4. We establish properties which are sufficient for the optimality of a GT solution. Most of these properties are satisfied in real car paint shops. Furthermore, a GT approach delivers good quality solutions, which is demonstrated by computational experiments in Section 5. Section 6 contains final remarks, discussion of a stochastic case and suggestions for future research.

2 Notations, definitions and discussion of the model

The following notations will be used.

\( F \) - number of products;
$n_f$ - demand (number of good quality items) of product $f$;

$p_f$ - processing time requirement for any item of product $f$, the same value for work and rework;

$s_f$ - the setup time required to start a batch of operations on product $f$ if it is sequenced first on the line or immediately after another product;

$d_f$ - the due date for the demand satisfaction of product $f$;

$C_f$ - the completion time of the last good quality item of product $f$ in a given schedule;

$L_f = C_f - d_f$ - the lateness of product $f$ in a given schedule;

$L_{\text{max}} = \max\{L_f \mid f = 1, \ldots, F\}$ - the maximum lateness of products in a given schedule (objective function to be minimized);

$B$ - the capacity of the buffer;

$M$ - the minimum time that any defective item should stay in the buffer (the buffer lower time limit);

$G(g, f, r)$ - a 0-1 function of the product index $g$ of the preceding batch, the product index $f$ of the current batch, and the position $r$ of an operation in this batch such that $G(g, f, r) = 1$ if this operation is defective, and $G(g, f, r) = 0$, otherwise. Here $g \in \{0, 1, \ldots, F\}$, $f \in \{1, \ldots, F\}$, and $g = 0$ applies for the case in which $f$ is the first product on the line. Notice that, given $g$ and $f$, function $G$ values are the same for the same positions of different batches;

$V_f$, $U_f$ - the lower and upper bounds, respectively, on the batch size for product $f$. Thus, $r \in \{1, 2, \ldots, U_f\}$ for the function $G(g, f, r)$. We say that the batch sizes are unbounded if $V_f = 1$ and $U_f = \infty$, $f = 1, \ldots, F$.

The upper bounds $U_f$ can be used to model the requirement that the painting equipment should be cleaned after a certain number of painting operations, see Gagné et al. [11].

Assuming that the values of $G(g, f, r)$ are known in advance is a simplification. In practical applications, function $G$ can be simulated by employing a historical data analysis and a
Monte-Carlo method. Firstly, historical data can be used to forecast the probability that \( G(g, f, r) = 1 \) for all relevant \( g \), \( f \) and \( r \). Then this probability can be used in a Monte-Carlo method to simulate the \( G(g, f, r) \) value, for all relevant \( g \), \( f \) and \( r \). If the quality of real operations seriously deviates from the simulated data, then the function \( G(g, f, r) \) can be corrected on-line, and the problem can be re-solved according to the scheduled positions of the defective items.

Most of the existing stochastic work-rework models consider only the fraction of defective operations in each batch and do not characterize the structure of the sequence of operations. They assume that there are few, often one or two, stochastic parameters, which are related to the equipment breakdown time, repair time or preventive maintenance time, see, for example, Chiu [6] and Wee and Widayadana [43]. Teunter and Flapper [40] consider a single-product system with rework and assume that there is the same probability for each item to be defective. The main reason for these simplifying assumptions is that an adequate stochastic problem is too complicated.

We assume that the time of transporting an item to or from the buffer is equal to zero. Furthermore, any item that has stayed in the buffer for at least \( M \) time units can leave the buffer (there is a direct access to any item in the buffer). No two items can be manufactured or remanufactured at the same time, and no item can be manufactured or remanufactured while setting the line up. Since the line is an expensive equipment, no idle time is allowed if there is an item to be processed or a setup to be performed at this time. However, the line can be blocked by a defective item if: 1) the buffer is full, and 2) no item can leave the buffer because no item has stayed there for at least \( M \) time units. If the line is blocked, no item can be manufactured or remanufactured. However, a setup can be performed even if the line is blocked. A situation when no setup is performed, the buffer is full, a defective item blocks the line and there is an item to be manufactured but it cannot because the line is blocked is called a **deadlock**. This situation should be avoided. We do not consider a situation that could occur at the end of production, in which there is no item to be manufactured and the buffer is not empty, to be a deadlock. The deadlock can *always* be avoided if the total setup and production time between the completion of a defective item and the completion of \( B \)-th defective item following this item is at least \( M \) for *any* feasible sequence of manufacturing/remanufacturing.
operations. For example, the deadlock can always be avoided if the batch sizes are unbounded and $M \leq B \cdot p_{\text{min}}$, where $p_{\text{min}} = \min\{p_f \mid f = 1, \ldots, F\}$. The problem is to construct a feasible manufacturing/remanufacturing schedule such that no deadlock occurs (if such a schedule exists), all the demands are satisfied with no overproduction, and the maximum lateness $L_{\text{max}}$ is minimized. We denote this problem as $P(L_{\text{max}})$.

Deadlock handling methods in computer and manufacturing systems were discussed and a deadlock avoidance scheme was presented by Valckenaers and Van Brussel [41], who used in their developments data from an existing car paint shop in Sindelfingen (Germany). Note that an ideal implementation of a feasible solution to the problem $P(L_{\text{max}})$ will not need a deadlock handling mechanism.

Due to the fact that items of the same product are identical, it can easily be seen that a search for an optimal solution can be limited to schedules in which defective items of the same product leave the buffer in the same order as they enter it, following the well known First-In-First-Out (FIFO) strategy. A managerial implication of this observation is that the buffer can be designed as a collection of unidirectional lines each of which is dedicated to a specific product.

An example of a schedule for the problem $P(L_{\text{max}})$ is given in Fig. 1. In the corresponding problem, $F = 2$, $n_1 = 10$, $n_2 = 9$ and $B = 2$. It is assumed that $M \leq B \cdot p_{\text{min}} = 2 \min\{t_3 - t_2, t_8 - t_7\}$. Therefore, no deadlock occurs.

![Figure 1: An example of a schedule. Hatched boxes represent defective operations.](image)

Let vector $b(t) = (b_1(t), \ldots, b_F(t))$ describe the buffer content at time $t$, where $b_f(t)$ is the number of items of product $f$ in the buffer at time $t$. For the example in Fig. 1, $b(t) = (0, 0)$ for $t < t_0$ and $t \geq t_9$. Other values of $b(t)$ are given in Table 1.

We denote the problem of deciding whether there exists a feasible schedule for the problem $P(L_{\text{max}})$ as the problem $\text{Decide-Deadlock}$. We refer to the problem $\text{No-Deadlock}$ as the
Table 1: Values of \( b(t) = (b_1(t), b_2(t)) \) for the example in Fig. 1.

A special case of the problem \( P(L_{\text{max}}) \) in which there exists a feasible schedule. In the following section we will prove that each of the problems Decide-Deadlock and No-Deadlock is NP-hard in the strong sense. Therefore, the general problem \( P(L_{\text{max}}) \) is NP-hard in the strong sense as well.

If the production is perfect, then no buffer is needed and the problem \( P(L_{\text{max}}) \) becomes a classic family scheduling problem with identical jobs in each family, see Potts and Van Wassenhove [33] and Potts and Kovalyov [32]. For this problem, Santos [36] has proved that there exists an optimal solution in which a single batch is made for each product and the products are sequenced in the non-decreasing order of their due dates.

Note that if there is no deadlock for a schedule constructed for a simulated defectiveness function, it can occur for the real defectiveness function.

## 3 Proving strong NP-hardness

**Theorem 1** The problem Decide-Deadlock is NP-hard in the strong sense even if all setup times are equal to zero, the batch sizes are unbounded, and the function \( G(g, f, r) \) is independent of \( g \).

**Proof.** We use a reduction from the strongly NP-complete problem 3-PARTITION.

3-PARTITION: Given \( 3q + 1 \) positive integer numbers \( h_1, \ldots, h_{3q} \) and \( H \) such that \( H/4 < h_i < H/2 \), \( i = 1, \ldots, 3q \), and \( \sum_{i=1}^{3q} h_i = qH \), is there a partition of the set \( \{1, \ldots, 3q\} \) into \( q \) disjoint sets \( X_1, \ldots, X_q \) such that \( \sum_{i \in X_l} h_i = H \) for \( l = 1, \ldots, q \)?

Given an instance of 3-PARTITION, we construct the following instance of the problem Decide-Deadlock. There are \( 3q + 1 \) products: \( 3q \) partition products \( f = 1, \ldots, 3q \), and one enforcer product denoted as \( E \). The demand of each partition product is one unit, i.e., \( n_f = 1, f = 1, \ldots, 3q \), and the demand for the enforcer product is \( n_E = q + 1 \). The processing requirements are \( p_f = h_f, f = 1, \ldots, 3q \), and \( p_E = 1 \). The batch sizes are all unbounded.
The function $G(g, f, r)$ is such that operations on the partition products are all non-defective, odd operations on the enforcer product are all defective and even operations on the enforcer product are all non-defective. All the setup times are equal to zero, the buffer capacity is $B = 1$, and the buffer lower time limit is $M = H + 2$. The due dates play no role in the problem *Decide-Deadlock* because there is no constraint related to the due dates. Therefore, they can be chosen arbitrarily. We show that 3-PARTITION has a solution if and only if there exists a feasible schedule for the constructed instance of the problem *Decide-Deadlock*.

Consider an arbitrary feasible schedule for the constructed instance of the problem *Decide-Deadlock*. Observe that there are exactly $q + 1$ non-defective operations on the enforcer product, and the line is idle between the last defective and the last non-defective operation on the enforcer product because otherwise these two last operations would belong to different batches and the very last operation would be the only operation of the last batch, which would be defective due to the definition of the function $G(g, f, r)$. Since the schedule is feasible, there is no idle time anywhere before the last defective operation. Due to the buffer lower time limit $M = H + 2$ and the buffer capacity $B = 1$, the completion times of any two consecutive defective operations on the enforcer product should be at least $H + 2$ time units apart from each other. If there are at least $q + 2$ defective operations of the enforcer product, then the total space to be filled between them by operations of partition products is at least $(q + 1)H$, and there must be idle times. Therefore, there are exactly $q + 1$ defective operations, and, hence, $q + 1$ batches of operations on the enforcer product, each including one defective and one non-defective operation. Further, there are $q$ time intervals of length of at least $H$ before the last defective operation, which should be filled with the operations on the partition products so that there is no idle time. Since the processing times of these operations are equal to $h_f$, $f = 1, \ldots, 3q$, and $\sum_{f=1}^{3q} h_f = qH$, the $q$ intervals can be filled with no idle time if and only if problem 3-PARTITION has a solution. 

It follows from Theorem 1 that a modification of the problem $P(L_{\text{max}})$ in which $L_{\text{max}}$ is replaced by any other objective function, or even if there is no objective at all is NP-hard in the strong sense.

The proof of Theorem 1 can be adapted for the buffer capacity $B > 1$. Specifically, we can assume that the function $G(g, f, r)$ is such that $B$ first operations on the enforcer product
are all defective and \((B + 1)\)-st operations on the enforcer product are all non-defective. The value of \(B\) is pseudo-polynomially bounded by \(q\) and \(H\). The buffer lower time limit is \(M = B + H + 1\). Then, in a feasible schedule, between any two consecutive batches of the enforcer product there must be a gap of at least \(H\) time units to fill with operations of the partition products. The remaining logic is the same.

**Theorem 2** The problem No-Deadlock is NP-hard in the strong sense even if all setup times are equal to zero, the batch sizes are unbounded, and the function \(G(g, f, r)\) is independent of \(g\).

**Proof.** The proof is similar to the previous proof. Given an instance of the problem 3-PARTITION, we construct the following instance of the problem \(P(L_{\text{max}})\), which will be later shown to be an instance of the problem No-Deadlock. There are \(5q + 2\) products. Among them there are partition products denoted as \(f = 1, \ldots, 3q\); E-enforcer products denoted as \(E_j, j = 1, \ldots, q + 2\); and D-enforcer products denoted as \(D_j, j = 1, \ldots, q\). All the setup times are equal to zero, the buffer capacity is \(B = 1\), and the buffer lower time limit is \(M = H + 2\). The demand of each product is one unit. The processing requirements are \(p_f = h_f, f = 1, \ldots, 3q, p_{E_j} = 1, j = 1, \ldots, q + 2, \text{ and } p_{D_j} = H, j = 1, \ldots, q\). All the partition products have a common due date \(d = (H + 2)q\). The due date of the enforcer product \(E_j\) is equal to \(d_{E_j} = 2 + (H + 2)(j - 1), j = 1, \ldots, q + 1\). The due date of the enforcer product \(E(q + 2)\) and the due dates of D-enforcer products are sufficiently large in such that they can never be exceeded. For example, they are equal to \(d + \sum_{f=1}^{3q} p_f + 2p_{E(q+1)} + 2p_{E(q+2)} + M = (2H + 2)q + H + 6\). The batch sizes are all unbounded. The function \(G(g, f, r)\) is such that operations on the partition products and D-enforcer products are all non-defective, odd operations on any E-enforcer product are all defective and even operations on any E-enforcer product are all non-defective.

Observe that the following schedule is feasible for the constructed instance of the problem \(P(L_{\text{max}})\). There is a single batch of size two for each E-enforcer product. There is a single batch of size one for each D-enforcer product and each partition product. In the schedule, the first \(q + 1\) odd batches are the batches of the E-enforcer products in the order \(E1, \ldots, E(q+1)\), and the first \(q\) even batches are batches of the D-enforcer products. The next \(3q\) batches are
the batches of the partition products, and the last batch is the batch of the $E$-enforcer product. See Fig. 2 for an illustration.

\[
\begin{array}{cccccccc}
E_1 & D_1 & E_2 & D_2 & D_q & E(q + 1) & \cdots & E(q + 2) & \text{Idle time} \\
\hline
\end{array}
\]

\[d = (H + 2)q\]

Figure 2: A feasible schedule for the constructed instance of the problem $P(L_{\text{max}})$.

We deduce that the constructed instance is indeed an instance of the problem No-Deadlock. We now show that 3-Partition has a solution if and only if there exists a feasible schedule for the constructed instance of the problem No-Deadlock with value $L_{\text{max}} \leq 0$.

Consider an arbitrary feasible schedule for the constructed instance of the problem No-Deadlock with value $L_{\text{max}} \leq 0$. Similar to the previous proof, observe that there are exactly $q+2$ non-defective operations on the $E$-enforcer products, and the line is idle between the last defective and the last non-defective operation on a $E$-enforcer product. Since the schedule is feasible, there is no idle time before the last defective operation. Due to the buffer lower time limit $M = H + 2$ and the buffer capacity $B = 1$, the completion times of any two consecutive defective operations on the $E$-enforcer products should be at least $H + 2$ time units apart from each other. Therefore, the $(q+1)$-st defective operation can start no earlier than at time $(H + 2)q$, which is the due date for the partition products. Since this due date cannot be exceeded, the partition products should fill completely the $q$ time intervals of length at least $H$ between every two consecutive defective operations in the time period $[0, (H + 2)q]$. Since the processing times of these operations are equal to $h_f$, $f = 1, \ldots, 3q$, and $\sum_{f=1}^{3q} h_f = qH$, the $q$ intervals can be completely filled if and only if problem 3-Partition has a solution.

Theorem 2 implies that a modification of the problem $P(L_{\text{max}})$, in which the criterion is to minimize the total number of good quality items produced after the corresponding due dates is NP-hard in the strong sense. Furthermore, it follows from its proof that a modification of the problem $P(L_{\text{max}})$, in which deadlocks are allowed, is NP-hard in the strong sense.

The proof of Theorem 2 can be adapted for the buffer capacity $B > 1$ similar to the adaptation of Theorem 1 for this case.
Theorems 1 and 2 show that an optimal polynomial time solution algorithm for the problem $P(L_{\text{max}})$ is unlikely to exist, and that efficient and practically relevant heuristic procedures are of interest. A heuristic Group Technology (GT) approach for solving the problem $P(L_{\text{max}})$ is analyzed in the following section. This GT approach suggests that a single batch is formed for each product.

4 Group technology solution approach

Group Technology (GT) benefits manufacturing by making process planning easier and more consistent. Furthermore, it reduces setups and tooling cost. This approach is widely used in various scheduling environments, including real car paint shops, see Ham et al. [17], Potts and Van Wassenhove [33], Liaee and Emmons [23] and Solnon et al. [38]. However, no result on its efficiency and limitations is reported in the literature. In this section, we will analyze this aspect.

Let us renumber products in the Earliest Due Date (EDD) order such that $d_1 \leq \cdots \leq d_F$.

Consider a heuristic solution for the problem $P(L_{\text{max}})$, in which a single batch is formed for each product, every defective item of the same product leaves the buffer at the earliest possible time, and the products are sequenced in the EDD order $(1, \ldots, F)$ with ties broken arbitrarily. We denote such a solution as a GT-EDD schedule. It can be constructed in $O(F \log F)$ time, which includes sorting the due dates, an instruction on the continuous production of the same product, and an instruction on handling items in the buffer. The mentioned instructions require $O(1)$ time.

Note that the GT-EDD schedule may be infeasible because a deadlock may occur for it. In the following subsection we will establish conditions under which a GT-EDD schedule is optimal for the problem $P(L_{\text{max}})$.

4.1 Sufficient conditions for optimality of a GT-EDD schedule

It is convenient to introduce some additional notation.

Consider functions $\Delta_f(g, h) := \sum_{r=1}^{h} G(g, f, r)$, $f = 1, \ldots, F$, of variables $g$ and $h$, $g = 0, 1, \ldots, F$, $h \in \{1, \ldots, U_f\}$. $\Delta_f(g, h)$ is the number of defective operations among first $h$ operations of a batch of product $f$ preceded by a batch of product $g$. We say that function
\( \Delta_f(g,h) \) has a *concave staircase structure* in \( h \) if the lengths of intervals of \( h \), in which this function has the same value, non-decrease as \( h \) increases with a possible exception for the last interval.

The remaining notation concerns function \( \Delta_f(g,h) \) with fixed variable \( g = f - 1 \). Recall that product \( f - 1 \) precedes product \( f \) in the GT-EDD schedule. An example of function \( \Delta_f(f - 1, h) \) with the concave staircase structure is given in Fig. 3. This figure also illustrates the remaining notation.

Consider a batch of product \( f \) preceded by a batch of product \( f - 1 \). Let the batch of product \( f \) contain \( n_f \) non-defective operations. Denote by \( o_f \) the total number of operations in this batch. It is the unique solution of the equation \( o_f - \Delta_f(f - 1, o_f) = n_f \). Since the last operation is non-defective, \( G(f - 1, f, o_f) = 0 \). Denote by \( a_f \) the position of the earliest defective operation in this batch, \( a_f = \min\{h \mid G(f - 1, f, h) = 1\} \). Define \( a_f = 0 \) if there is no defective operation. Denote by \( b_f \) the earliest position in this batch, where the first defective item can be reworked, \( b_f = a_f + 1 + \lceil \frac{M}{p_f} \rceil \). Denote by \( c_f \) the position of the latest defective operation in this batch, \( c_f = \max\{h \mid h \leq o_f, G(f - 1, f, h) = 1\} \).

**Theorem 3** The GT-EDD schedule is optimal for the problem \( P(L_{\text{max}}) \) if the following conditions (i)-(vi) are satisfied.

(i) each function \( \Delta_f(g,h) \) is minimized in \( g \) at \( g = f - 1 \) for any \( h \in \{1, \ldots, U_f\} \).
(ii) each function $\Delta_f(g, h)$ has the concave staircase structure in $h$.

(iii) $\Delta_f(f - 1, b_f - 1) \leq B + 1$, $f = 1, \ldots, F$. For the example in Fig. 3 this condition is satisfied if $B \geq 2$.

(iv) if $G(f - 1, f, r) = 1$ for at least one $r$, $1 \leq r \leq o_f$, then $M \leq p_f(o_f - c_f - 1)$, $f = 1, \ldots, F$. For the example in Fig. 3 this condition is satisfied.

(v) if $G(f - 1, f, r) = 1$ for at least one $r$, $1 \leq r \leq o_f$, then $V_f \geq a_f$, $f = 1, \ldots, F$.

(vi) $V_f \leq o_f \leq U_f$, $f = 1, \ldots, F$.

**Proof.** Condition (i) ensures that the EDD sequence of products is the best with respect to minimizing the number of defective operations. Condition (ii) assures that the increase of the number of defective operations becomes slower as the batch size becomes larger. Condition (iii) guarantees that the buffer capacity $B$ is large enough to accept defective items without deadlock until the first defective item goes for rework. Condition (iv) ensures that if there is at least one defective operation, then the lower buffer time limit $M$ is small enough to rework the last defective item without deadlock. Condition (v) guarantees that if there is at least one defective operation, then the size of any feasible batch must be large enough to include the first defective operation. Otherwise, schedules with small batches can have no defective operations and they can be the only optimal ones. Condition (vi) requires batches of the GT-EDD schedule to have feasible sizes.

Consider an optimal schedule $S^*$ for problem $P(L_{\text{max}})$ with the objective value $L_{\text{max}}^*$. Let $S^*$ contain $x_f$ defective operations on product $f$, $f = 1, \ldots, F$. Now consider a batch scheduling problem, which differs from the problem $P(L_{\text{max}})$ in that each product $f$ consists of at most $n_f + x_f$ items, $f = 1, \ldots, F$, and the production is perfect such that every manufactured item is of good quality. We denote this problem as $\text{Perfect}$. Santos [36] proved that an optimal solution of problem $\text{Perfect}$ exists, in which no product is split into batches, and products are sequenced in the EDD order, see also Potts and Van Wassenhove [33]. Since schedule $S^*$ is feasible for problem $\text{Perfect}$, the optimal solution value of this problem, $L_{\text{max}}^{(0)}$, is a lower bound for $L_{\text{max}}^*$: $L_{\text{max}}^{(0)} \leq L_{\text{max}}^*$.

Let the GT-EDD schedule contain $y_f$ defective operations of product $f$, $f = 1, \ldots, F$. Assume that conditions (i)-(vi) are satisfied. Firstly, we will show that $y_f \leq x_f$, $f = 1, \ldots, F$. 


Let there be $q_f$ batches of product $f$ in the optimal schedule $S^*$, and let $j$-th batch of product $f$ consist of $o_f^{(j)}$ work and rework operations, among which there are $x_f^{(j)}$ defective operations. Consider an artificial schedule which differs from the GT-EDD schedule in that the single batch of product $f$ consists of $\sum_{j=1}^{q_f} o_f^{(j)}$ work and rework operations, $f = 1, \ldots, F$. Let $z_f^{(j)}$ denote the number of defective operations among operations in positions $\sum_{k=1}^{j-1} o_f^{(k)} + 1, \sum_{k=1}^{j-1} o_f^{(k)} + 2, \ldots, \sum_{k=1}^{j} o_f^{(k)}$, $o_f^{(0)} = 0$, and let $z_f$ denote the total number of defective operations on product $f$ in this artificial GT-EDD schedule. Due to the properties (i), (ii) and (v), we have $\sum_{k=1}^{j} z_f^{(k)} \leq \sum_{k=1}^{j} x_f^{(k)}$, $j = 1, \ldots, q_f$, which implies $z_f \leq x_f$, $f = 1, \ldots, F$. As the artificial GT-EDD schedule has the same total number of operations, it has the same or smaller number of defective operations and the same or larger number of non-defective operations on each product $f$ in comparison with the schedule $S^*$. Since the GT-EDD schedule and the artificial GT-EDD schedule have the same sequence of operations on product $f$ up to the operation corresponding to the production of $n_f$-th good quality item of this product, $f = 1, \ldots, F$, we deduce that $y_f \leq z_f$, and, hence, $y_f \leq x_f$, $f = 1, \ldots, F$. It follows from the above discussion that the optimal solution value, $L^{(1)}_{\max}$, of the problem $\text{Perfect}$, in which each product $f$ consists of $n_f + y_f$ items, is a lower bound for $L^*_{\max}$: $L^{(1)}_{\max} \leq L^*_{\max}$.

It remains to show that there is no idle time in the GT-EDD schedule. If so, then it coincides with the optimal solution of the problem $\text{Perfect}$, in which each product $f$ consists of $n_f + y_f$ items, and, therefore, has value $L^{(1)}_{\max}$. The no idle time property of the GT-EDD schedule is guaranteed by the conditions (ii), (iii), (iv) and (vi). Condition (vi) guarantees that the batch sizes in the GT-EDD schedule are all feasible. Provided that the buffer is empty when an execution of the batch of product $f$ starts, condition (iii) ensures that the buffer capacity will not be exceeded until the earliest time when the first defective item of this product can leave the buffer. Due to the condition (ii), this statement is also satisfied for any defective item. Since defective items leave the buffer at the earliest possible times and the buffer capacity is never exceeded, condition (iv) guarantees that all the operations of the same batch can be executed with no idle time so that any defective item can leave the buffer at a time when an operation on another item is completed. Furthermore, at the end of the product $f$ execution, the buffer will be empty. Thus, the GT-EDD schedule contains no idle time, which concludes the proof.
4.2 Examples of non-optimal GT-EDD schedules if one of conditions (i)-(vi) fails

We will show that if one of the conditions (i)-(vi) is violated and the remaining conditions are satisfied, an instance of the problem $P(L_{\text{max}})$ exists for which no GT-EDD schedule is optimal. This characteristic is important but it does not mean that (i)-(vi) are necessary conditions of the existence of an optimal GT-EDD schedule for any given instance because there may exist an instance, for which some of these conditions are violated but the GT-EDD schedule is optimal. In all instances given below there are two products, $s_1 = s_2 = 0$ and $p_1 = p_2 = 1$. In instances illustrating conditions (i)-(v), batch sizes are unbounded.

Assume that condition (i) fails, $n_1 = n_2 = 1$, $d_1 = 2$, $d_2 = 3$, $M = 0$, $B = 1$, $G(0,1,1) = G(0,2,1) = G(2,1,1) = G(1,2,3) = 0$ and $G(1,2,1) = G(1,2,2) = 1$. An optimal schedule and the unique GT-EDD schedule are given in Fig. 4.

![Figure 4: Condition (i) fails: $\Delta_2(1,1) = 1 > \Delta_2(0,1) = 0$.](image)

Assume that condition (ii) fails, $n_1 = 1$, $n_2 = 2$, $d_1 = 3$, $d_2 = 5$, $M = 0$, $B = 1$, $G(0,1,1) = G(2,1,1) = G(0,2,2) = G(1,2,2) = G(1,2,5) = 0$ and $G(0,2,1) = G(1,2,1) = G(1,2,3) = G(1,2,4) = 1$. This example is illustrated by Fig. 5.

![Figure 5: Condition (ii) fails: $\Delta_2(1,h)$ does not have concave staircase structure in $h$.](image)
Assume that condition (iii) fails, $M = 2$, $B = 1$, $n_1 = 1$, $n_2 = 3$, $d_1 = 2$, $d_2 = 3$, $G(0, 1, 1) = G(1, 2, 3) = G(1, 2, 4) = G(1, 2, 5) = 0$ and $G(0, 2, 1) = G(0, 2, 2) = G(1, 2, 1) = G(1, 2, 2) = 1$. In this case no feasible schedule exists, including the GT-EDD schedule, see Fig. 6.

Assume that condition (iv) fails, $M = 1$, $B = 1$, $n_1 = n_2 = 1$, $d_1 = 1$, $d_2 = 2$, $G(0, 2, 1) = G(1, 2, 1) = G(0, 1, 2) = 0$ and $G(0, 1, 1) = G(2, 1, 1) = 1$. In this case, the GT-EDD schedule is infeasible and a feasible schedule exists, see Fig. 7.

Assume that condition (v) fails, $M = 0$, $B = 1$, $n_1 = 1$, $n_2 = 2$, $d_1 = 2$, $d_2 = 3$, $G(0, 1, 1) = G(0, 2, 1) = G(1, 2, 1) = G(1, 2, 3) = 0$ and $G(1, 2, 2) = 1$. An optimal schedule and the GT-EDD schedule are given in Fig. 8.
Finally, assume that condition (vi) fails. In this case, the GT-EDD schedule is infeasible because at least one of its batch sizes violates the lower or upper bound.

4.3 Practical relevance and managerial implications

Conditions (i)-(vi) are satisfied for the following situations.

- The number of defective operations is smaller if the production switches from a lighter color to the most similar darker color, and it is decided or negotiated with the customers that the products with lighter colors have earlier due dates (condition (i)).

It should be noted that this condition is difficult to satisfy for the production with a large demand for various colors and competing delivery dates.

- The probability that an operation is defective decreases as its position in the same batch increases because the dissolving, drying and evaporation processes gradually reduce the impact of the previous color (condition (ii)).

- The buffer capacity is sufficiently large and the buffer lower time limit is sufficiently small to avoid a deadlock in the GT-EDD schedule (condition (iii)).

- The buffer capacity is sufficiently large and the buffer lower time limit is sufficiently small such that no idle time occurs and the buffer is empty at the completion time of any product in the GT-EDD schedule (condition (iv)).

- If the batch of any product in the GT-EDD schedule contains at least one defective operation, then every batch of this product in any schedule does (condition (v)).

- The batch sizes in the GT-EDD schedule are feasible (condition (vi)).

Managerial implications of the results in this section are twofold:

1. Conditions (i)-(vi) can be used to make a decision of implementing a GT-EDD schedule in a production environment with buffered rework.

2. Conditions (i)-(vi) can be used to make a decision of modifying a production environment so that the GT-EDD schedule provides good results. For example, it can be decided or negotiated that products with lighter colors have earlier due dates, the buffer’s
lower time limit decreases by installing a more efficient drying device, or the buffer is rebuilt to have larger capacity. All these changes increase chances that the GT-EDD schedule minimizes $L_{\text{max}}$, which is good for coordinating decisions in the corresponding supply and production chain.

5 Numerical study

As shown in the previous section, a GT-EDD schedule is optimal if certain realistic assumptions are satisfied. In this section we will analyze the quality of GT-EDD schedules on randomly generated test instances. We restrict ourselves to instances for which a feasible schedule always exists, i.e., instances of the problem No-Deadlock.

Note that GT-EDD schedules might be infeasible even for a No-Deadlock instance. In order to obtain comparable results, we slightly generalize the GT-EDD heuristic for the infeasible case of $o_f > U_f$: we split the only large batch of product $f$ into several batches of the same size $U_f$ and, possibly, one batch of size smaller than $U_f$, and sequence them consecutively in this order.

The results of this generalized GT-EDD heuristic are compared with the results of a branch-and-bound algorithm, if they are available within a limited time, a lower bound, and the results of two meta-heuristics, which are based on a simple neighborhood structure. The branch-and-bound algorithm can be characterized as follows. A global upper bound is obtained by applying tabu search, see below. The original problem constitutes the root node, from which branches emanate, each of which stands for a fixed first batch of a certain size. Note that each branch describes a single instance of $P(L_{\text{max}})$ with a reduced demand of the product of the first batch. Therefore, a lower bound of $P(L_{\text{max}})$ can easily be applied to each branch. A lower bound is obtained by setting the buffer lower time limit $M$ to zero, and the buffer capacity $B$ to a sufficiently high value. Furthermore, we relax the defectiveness of some items such that a function $G'$ with $G'(f, r) := \min_g G(g, f, r)$ is used instead of $G$. In this case, the production time of all items of a product is not influenced by the other products. Thus, the products can be sorted according to the EDD rule. An optimal schedule for a single product $f$ in this relaxed problem minimizes the total setup and processing time, and it can be determined inductively in polynomial time as follows. Firstly, if $n_f = 1$, then it is optimal
to have one batch of size \( \min\{r | G'(f, r) = 0\} \). Secondly, if \( n_f > 1 \), then the non-defective items can be produced in one batch or in at least two batches, each of the latter including at most \( n_f - 1 \) non-defective items. Therefore, we can determine an optimal solution to obtain \( n_f \) non-defective items inductively by choosing the best solution among the one-batch schedule with \( n_f \) items and all schedules obtained from concatenation of an optimal solution for \( x \) and an optimal solution for \( n_f - x \) non-defective items, where \( x \in \{1, \ldots, \lfloor n_f/2 \rfloor \} \).

The meta-heuristics use the following neighborhood. For a given feasible schedule \( s \), a neighbor is a feasible schedule \( s' \) that can be derived from \( s \) by performing both of the following modifications exactly once:

1. Decrease the number of operations in one batch such that the number of non-defective operations is reduced by one (this may lead to removal of a batch).

2. Increase the number of operations in one (possibly non-existing) batch such that the number of non-defective operations is raised by one.

Using this neighborhood, we apply a simple hill climbing (HC) algorithm, cf. Michalewicz and Fogel [27]. Starting from the GT-EDD solution, the neighborhood is searched for a better solution. If there is no such solution, the algorithm stops. Otherwise, the best solution found is used as current solution, and the algorithm starts over again by exploring the neighborhood of the new solution.

In order to overcome the problem of being trapped in a local minimum, the solution obtained by the HC algorithm is improved by the tabu search (TS), see Glover and Laguna [14]. The TS procedure differs from the HC algorithm in three ways. Firstly, it does not stop even if no improved solution is found, i.e., the objective function value of a current solution might be temporarily worsened. Secondly, each current solution is marked “tabu” for a given number of iterations, the so called “tabu length”. Thirdly, not the whole neighborhood is explored, but only non-tabu solutions of the neighborhood.

Besides the neighborhood, TS requires tabu length and a termination criterion to be specified. We have chosen 5 for the tabu length, and 10 iterations without improvement for the termination criterion.
5.1 Test set

We use various values for the problem parameters such that a big variety of instances is obtained. An instance of the problem $P(L_{\text{max}})$ can be described by the number of products $F$, the buffer lower time limit $M$, the buffer capacity $B$, and by the attributes of each product. The latter comprises for each product $f$ the quantity $n_f$, the processing time $p_f$, the setup time $s_f$, the due date $d_f$, the lower and upper bounds $V_f$ and $U_f$ on the batch size, and the function $G(g, f, r)$ for each product $g$ and each $r$ with $V_f \leq r \leq U_f$. For these parameters, the following values were chosen.

1. Instances with $F = 5, 10, 15,$ and $20$ products were generated (4 choices).

2. The minimum dwell time $M$ within the buffer was set to $0, 3, 6$ and $9$ (4 choices).

3. Buffer capacity $B$ was set sufficiently large, specifically, $B = 100$. A large buffer capacity in conjunction with some other parameter settings to be described below ensures that for all the instances the No-Deadlock condition is satisfied (1 choice).

4. The range for the number of good quality items of each product is set low, medium or high. In these cases, $n_f$ is randomly drawn (with uniform distribution) from the sets $\{1, \ldots , 4\}$, $\{1, \ldots , 8\}$ and $\{1, \ldots , 12\}$, respectively (3 choices).

5. The processing time $p_f$ is either fixed to $3$ for all the products, or it is randomly drawn from the set $\{2, 3, 4\}$ or from the set $\{1, \ldots , 5\}$ (3 choices). The setup time $s_f$ is randomly taken from one of the three sets $\{1, 2, 3\}$, $\{2, 3, 4\}$ and $\{3, 4, 5\}$. Thus, the expected value of the setup times is either lower, equivalent or higher than the expected value of the processing times, which is always $3$ (3 choices).

6. Concerning the due dates, we restrict ourselves to the makespan minimization, which is achieved by setting $d_f = 0$ for all $f = 1, \ldots , F$ (1 choice).

7. In order to avoid difficult feasibility checks, there is no restriction on the minimum batch size, i.e., $V_f = 1$ for all $f = 1, \ldots , F$ (1 choice).
8. The maximum batch size is classified as very tightly restricted \((U_f = 3)\), tightly restricted \((U_f = 7)\), decently restricted \((U_f = 12)\), loosely restricted \((U_f = 18)\), or unrestricted \((U_f = \infty)\) (5 choices).

9. Function \(G(g, f, r)\) is assumed to be independent of \(g\), and we distinguish between three cases. Firstly, \(\Delta_f(g, h)\) has the concave staircase structure. Secondly, for each \(G(g, f, r)\) the corresponding value is randomly drawn. Thirdly, \(\Delta_f(g, h)\) has a convex staircase structure, which means that \(\Delta_f(g, U_f - h)\) has a concave staircase structure (3 choices).

The procedure of randomly generating a concave staircase structure or a convex staircase structure can be described as follows.

The values of \(G(g, f, r)\) for \(r = 1, \ldots, U_f\) can be represented by a list with \(U_f\) elements, each of which is either 0 or 1. The number of defective operations in a maximal batch, \(def := \sum_{r=1}^{U_f} G(g, f, r)\) is randomly drawn from \(\{0, \ldots, U_f - 1\}\). Start with a list with \(def\) elements, which are all equal to 1. Randomly insert a zero element to the list such that the concave (convex) staircase structure is not violated and repeat this inserting step until the list has \(U_f\) elements (the first 0 is added to the end of the list, the second 0 is inserted before or behind the last 1, etc.).

We generated the test set using a full factorial design of all the parameter choices and repeated each setting 5 times. Thus, the test set consists of \(4 \cdot 4 \cdot 1 \cdot 3 \cdot 3 \cdot 1 \cdot 1 \cdot 5 \cdot 3 \cdot 5 = 32400\) instances.

Note that for some instances of this test set the generalized GT-EDD schedule might be infeasible. However, this case is rather rare - the GT-EDD schedule was feasible for 30443 out of 32400 instances.

If the generalized GT-EDD schedule is infeasible, it is replaced by a feasible start \((FeaS)\) solution, which is obtained by a modification of the generalized GT-EDD heuristic such that defective items are not reworked as long as there are items left in the initial inventory.

5.2 Results

All algorithms have been implemented in Java 2 and run on an Intel® Core™2 Duo, 2.5 GHz PC, with 3.24 GB of memory. For the branch-and-bound algorithm, we defined a time
limit of three minutes for instances with up to five products and stopped testing instances with more than five products, as too many instances hit the time limit and runtimes became too large. From the 8100 instances with five products, 6754 were solved exactly within the time limit. On average, the objective function score of the (generalized) GT-EDD solutions was only 3.9% above the optimum. On these instances, the results of Tabu Search were only 0.37% above optimum and the lower bound was 1.3% below optimum.

In Table 2, for all 32400 instances, the total makespan value (row $C_{\text{max}}$) is listed for the FeaS solutions, the generalized GT-EDD solutions, the hill climbing algorithm solutions, the tabu search solutions, and the lower bound (columns FeaS, GT-EDD, HC, TS, and LB respectively). Furthermore, the relative deviations from the lower bound (row “Relative to LB”) and the total runtime (row ”runtime in sec.”) are given. One can see that the lower bound is close to the generalized GT-EDD solutions. On average, the generalized GT-EDD solutions are 11.89% above the lower bound and 4.36% above the best solution found (TS). The FeaS solutions are on average 20.92% above the lower bound.

<table>
<thead>
<tr>
<th></th>
<th>FeaS</th>
<th>GT-EDD</th>
<th>HC</th>
<th>TS</th>
<th>LB</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{\text{max}}$</td>
<td>9273721</td>
<td>8581219</td>
<td>8252180</td>
<td>8222843</td>
<td>7669293</td>
</tr>
<tr>
<td>Relative to LB</td>
<td>1.2092</td>
<td>1.1189</td>
<td>1.076</td>
<td>1.072</td>
<td>1</td>
</tr>
<tr>
<td>Runtime in sec.</td>
<td>1.18</td>
<td>132.52</td>
<td>882.52</td>
<td>3079</td>
<td>.36</td>
</tr>
</tbody>
</table>

Table 2: Total makespan and average deviations of the procedures on 32400 instances.

Note that the the generalized GT-EDD solution cannot be better than that of HC or TS, as it is used as an initial solution in HC and TS algorithms. As for the FeaS solution, it was better than the generalized GT-EDD solution in 1991 cases (6.15%). In 74 cases, the FeaS solution was even better than the solution found by TS.

We also determined the most influencing factors which affect the relative gap between the values of the GT-EDD and the lower bound. The relative gap was calculated for each instance, and the Pearson Product Moment Correlation Coefficient (PPMCC) was determined for the parameters in Table 3.

<table>
<thead>
<tr>
<th>$F$</th>
<th>$M$</th>
<th>$n_f$</th>
<th>$p_f$</th>
<th>$s_f$</th>
<th>$U_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.04</td>
<td>0.38</td>
<td>0.08</td>
<td>0.10</td>
<td>-0.05</td>
<td>-0.29</td>
</tr>
</tbody>
</table>

Table 3: Correlation of parameters affecting the relative gap (GT-EDD)/(LB).
The influence of the number of products $F$, the number of items $n_f$, the processing time $p_f$, and the setup time $s_f$ appears to be negligible, as the absolute value of the PPMCC was never higher than 0.1. A noticeable influence have the maximum batch size $U_f$ and especially the buffer lower time limit $M$. The latter is no surprise, as the objective function score increases, with increasing $M$, but not the lower bound. Yet, there is still a noticeable correlation if GT-EDD is compared to the best solution found (TS). In this case, the PPMCC is 0.25. Let us take a closer look on the two parameters with considerable correlation.

![Table 4: Comparison of the procedures for different values of $M$.](image)

In Table 4, the results of the four algorithms and the lower bound are presented for different values of $M$. Most obviously, the average objective function value increases as $M$ increases, which holds true for all the algorithms but not for the lower bound. Furthermore, it points out that the average relative deviation of the generalized GT-EDD solutions increases as $M$ increases. It appears that for the test instances the generalized GT-EDD heuristic delivers solutions which are close to optimum if $M$ is rather small. For instances with $M = 0$ the gap to the lower bound is only 1.91%.

Secondly, the influence of different values $U_f$ is shown in Table 5. Although there are some exceptions, we may state that in general for the constructed instances a higher value of $U_f$ implies a lower objective function value. Contrary to the previous cases, the deviation of GT-EDD from the lower bound (and also to the TS values) does not change in a straightforward manner: it is medium with the value 11.36% for the case of $U_f = 3$, then it increases up to 17.68% for $U_f = 7$ and falls down to 0.22% if the batch size is not restricted at all.
Table 5: Comparison of the procedures for different values of $U_f$.

We may conjecture that the quality of the easily applicable GT-EDD solutions is very close to the optimum. This conjecture is especially reasonable if $M$ is low and if $U_f$ is either very low or very high. If we only consider instances with $M = 0$ and $U_f = 3$ ($U_f = \infty$), the deviation of GT-EDD from the lower bound is only 0.59% (0.07%).

6 Final remarks

We have studied a problem of scheduling work and rework processes on a single facility with buffered rework, $P(L_{\text{max}})$. The problem is motivated by the optimal scheduling decisions in a car paint shop. The specificity of the problem is that the production is essentially discrete, the defective items are stored in a buffer of a limited capacity, a lower bound on the storage time is given, there are product dependent setup times, no deterioration occurs to the defective items, and the objective is to minimize the maximum lateness of the product demand satisfaction times with respect to their given due dates. The defectiveness of an item is determined by a given simulated function of three variables: the product of this item, the preceding product in the manufacturing/remanufacturing sequence, and the position of an operation on this item in its batch. An optimal search is limited to schedules which contain no deadlock. The deadlock is a situation when the buffer is full, a defective item blocks the line, and there
is an item to be manufactured but it cannot because the line is blocked. The problem is
proved to be NP-hard in the strong sense for two special cases in which the existence of a
deadlock is unknown and known, respectively. A heuristic Group Technology (GT) solution
approach is suggested. It constructs the GT-EDD schedule, in which there is a single batch
for each product, the products are sequenced in the Earliest Due Date (EDD) order, and
defective items leave the buffer as soon as possible. Sufficient conditions for the GT-EDD
schedule to be an optimal solution for the studied problem are established. These conditions
justify the application of the GT solutions in scheduling car paint shops with buffered rework.
Beyond that, the effectiveness of the GT-EDD schedule in general, i.e., in a situation where
the optimality conditions are not necessarily fulfilled, is demonstrated by a computational
experiment. For the randomly generated data, the values of the GT-EDD solutions stay in a
small range compared to those of the solutions of a branch-and-bound algorithm or a lower
bound, respectively.

Problem $P(L_{\text{max}})$ and the obtained results can be generalized to the stochastic case as
follows. Function $G(g, f, r)$ will be re-defined as the probability that an operation in position $r$
of the current batch of product $f$ preceded by a batch of product $g$ is defective. Then $C_f,$
$L_f = C_f - d_f,$ and $L_{\text{max}} = \max\{L_f \mid f = 1, \ldots, F\}$ will represent the expected completion
time of the last good quality item of product $f$, the expected lateness of product $f$, and the
expected maximum lateness of products, respectively, in a given schedule. Bounds $B$, $M$, $V_f$
and $U_f$ will limit corresponding expected values.

Stochastic versions of the problems Decide-Deadlock and No-Deadlock will remain NP-
hard in the strong sense because in Theorems 1 and 2 values of $G(g, f, r)$ can be treated as
probabilities. Regarding the analysis of the Group Technology approach, modifications of the
sufficient optimality conditions (i)-(vi) are not so straightforward. We consider them as the
topic for future research. For future research, it is also interesting to study problems with the
following features.

- The objective is to minimize the number of setups.
- Various strategies for emptying the buffer.
- Various layouts of the buffer.


References


